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new images for TV- and film-applications the roughness of the reconstructed 3D 
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sampling error, and a Gaussian surface smoothing. The application of the 
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Abstract— An approach for the generation of 3D surface model
sequences from a set of synchronised, calibrated cameras is
presented. The method is based on the computation of the visual-
hull. An analysis classifies typical error sources for artefacts in
the reconstructed 3D models into occlusion, approximation and
sampling errors. For the synthesis of new images for TV- and
film-applications the roughness of the reconstructed 3D models
has shown to be very disturbing. In order to reduce this rough-
ness two methods are used sequentially: A new super-sampling
approach that reduces the sampling error, and a Gaussian surface
smoothing. The application of the modelling results from a 12
camera studio system is shown for the generation of virtual views
of moving actors in standard post-production packages.

I. INTRODUCTION

THE use of 3D models opens many possibilities for special
effects in TV- and film-productions and is increasingly

used. A closer look reveals that these productions mainly make
use of manually created content by post-production houses or
scanned static 3D objects. The actual dynamic ’live-data’ is
mainly used as 2D layered data from one camera at a time.
Equally current research focuses mainly on 3D modelling of
static objects.

This contribution describes an approach to generate 3D
information of dynamic scenes, in particular of actors or
presenters in a studio environment as depicted in Fig. 1. The
approach currently requires a segmentation of the scene into
foreground and background by chroma-keying. The generated
3D data is used in post-production for special effects or in
extended virtual studios [1].

A. Related work

The 3D-capture of dynamic scenes requires a robust and
highly automatic approach. The computation of the visual
hull from 2D silhouettes has been shown to be quite robust,
fast and suited for many practical object classes [2], [1], [3].
The computation of the visual hull, also known as shape-
from-silhouette is equivalent to an intersection of the back-
projected 2D silhouettes (visual cones) in 3D. A number of
approaches to compute this intersection have been suggested
in the literature that differ in the underlying data structure and
the processing [4], [5], [6], [2], [7], [8]. Although the method
has been applied to the computation of sequences, relatively
little effort has been made to analyse and address the problems
specific to sequence processing.

Fig. 1. Scene in the studio from a demo production

The approach described in this article uses a time synchro-
nised, calibrated multi-camera system equipped with chroma-
keying facility [9]. The visual hull is then computed using
a volumetric octree representation and hierarchical processing
[5]. A surface description is then computed using the marching
cubes algorithm [10]. As a novel approach we apply super-
sampling to this method and show how this is reducing the
quantisation noise during the surface generation.

The paper is organised as follows: The next section analyses
the possible artefacts of 3D models generated with shape-
from-silhouette methods with special focus on dynamic ob-
jects. Section III introduces our processing using a new super-
sampling approach. The paper finishes with experimental
results in section IV and conclusions.

II. ANALYSIS OF ARTEFACTS IN DYNAMIC VISUAL HULL

RECONSTRUCTIONS

The visual hulls of dynamic objects can show a number of
artefacts that are caused mainly by the following three error
sources:

• Occlusion errors include the fundamental limitation of
the visual hull to fail on concavities. The significance
of this error class depends strongly on the shape of the
modelled objects. Further the number and positions of the
cameras has an important influence on the result of the
shape generation, i.e. the fewer the number of cameras,
the more likely artefacts due to occlusions will become
visible.



• Approximation errors are due to a low number of cam-
eras. The hatched areas in Fig. 2 indicate the approx-
imation error of a reconstructed object from only two
cameras. The reconstruction is always bigger than the
actual object. A quite disturbing effect of the approxima-
tion error in the context of time sequences are moving
edges: When an object moves the edges formed by two
adjacent camera views move relatively over the object
which is visibly quite disturbing in a synthesised image
of the reconstruction.

• Sampling errors occur in the volumetric domain by
choosing an inappropriate resolution or in the conversion
from volumetric to surface description. To choose the
resolution one argument is that it is not useful to use a
volumetric resolution in which the footprint 1 of a voxel
2 is smaller than an actual pixel. In practice the resolution
is significantly lower than this in order to save processing
time and to keep the complexity of the reconstructed
models low.

The sampling or quantisation error during conversion from
the volumetric to the surface description was analysed in [7],
[11]. The problem is that conventional implementations of
a visual hull reconstruction use binary voxels. The surface
generator (usually a marching cubes algorithm) introduces
quantisation noise into the surface description. In [7] we made
a suggestion to use line-segments with non-quantised length
in order to avoid this problem. The next section introduces
super-sampling of volumetric data that delivers a similar
reconstruction quality.
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Fig. 2. Visual hull reconstruction from two cameras

Fig. 3 illustrates effects of the error sources described.
The reconstruction was done using only six cameras and an
octree-based data structure with hierarchical processing. The
voxel resolution is 128x128x128. In both views of Fig. 3 the
problems due to occlusions can be seen: There are remaining
bits on the feet and the separation of the two persons is quite
poor. The approximation problems due to the low number of
cameras is clearly visible in the top view of Fig. 3: In particular
the person on the right shows a ’blocky’ shape.

1projection into the image plane
2voxel = volume element

Fig. 3. Result using 6 cameras and voxel-based 3D reconstruction
(128x128x128) front view (left) and top view (right)

Both problems can be overcome by using more cameras:
By upgrading the studio system from 6 to 12, shape quality
is improved, as can be seen in Fig. 4.

Fig. 4. Result using 12 cameras and voxel-based 3D reconstruction
(128x128x128)

Unfortunately there are still very visible artefacts that are
due to sampling errors. First the 3D reconstruction looks
bigger than the actual objects. This effect is caused by the test
of the projected voxel footprints with the 2D object silhouette
that gives a 3D voxel model that is on the average 0.5 voxels
bigger than the real object. Therefore by increasing the voxel
resolution the model can be better approximated. On the other
hand an increase in voxel resolution also increases the number
of triangles of the resulting surface description.

Another problem visible in Fig. 4 is the fact that the surface
looks ’voxelised’, meaning that the voxel structure is visible
due to the sampling error during the surface generation as
mentioned above.

III. AN IMPROVED SHAPE GENERATION APPROACH

This section introduces a new variant of the octree-based
volumetric reconstruction that reduces the sampling error.



An octree is a hierarchical data structure that divides the
volume on each level into 8 octants. Therefore the resolution
of an octree is determined by its maximum level Lmax:

Nx = Ny = Nz = 2Lmax (1)

On each hierarchy level L the reconstruction algorithm is
testing whether an octant is foreground or not. This test is
done by projecting the octant into all silhouette images and
checking if the footprint of the octant is intersecting with any
foreground pixels of the silhouette. If the intersection is zero
that means that it is completely background and the octant can
be set to false and no further testing is required. In the case
there is intersection in all silhouette images the octant will be
further sub-divided until the maximum level Lmax is reached.
In this conventional octree-based reconstruction the value of
a voxel can be either true or false which gives the known
quantisation error in the surface description from the marching
cubes algorithm.

We suggest here to perform a further super-sampling of the
octree. That means we further subdivide an octant Oi to the
maximum level Lmax by Lss levels and assign to it the sum
of true sub-voxels:

VOi
=

Lss∑

j=1

7∑

k=0

VOi
(j, k) (2)

The marching cube is then used to compute the iso-surface
with a threshold that is usually half the number of sub-voxels,
i.e.:

Cisothreshold = 2Lss/2 (3)

A. Gaussian Smoothing

The reconstruction using super-sampling still has a rough
surface due to noise in the silhouette images and shows
moving edges due to approximation errors. This is particularly
disturbing in a sequence of 3D models because a significant
flickering can be observed.

We therefore apply a simple Gaussian smoothing filter on
the surface by replacing the coordinates of a vertex Vi by the
average of its K neighbouring vertices:

Vi = (Xi, Yi, Zi)
T =

1

K

K∑

j

Vj (4)

B. Complexity reduction

The 3D models in the previous examples, like in Fig. 4
typically contain around 20,000 triangles which generates a
large amount of data when processed in a sequence. In order
to reduce the complexity we are optionally using a polygon
reduction method as described in [12].

IV. RESULTS

This section shows a few experimental results taken in
a studio environment equipped with chroma-keying facility
[9]. The images where grabbed by a calibrated, synchronised
multi-camera system using 12 SONY DXC-9100P cameras
with 704 x 576 resolution captured at 25 fps progressive.

Fig. 5 shows a reconstruction using the octree reconstruction
using one additional super-sampling level, i.e. Lss = 1.

Fig. 5. Result using voxel-based 3D reconstruction with super-sampling

In Fig. 6 and Fig. 7 the same object after applying Gaussian
smoothing is depicted.

Fig. 6. Result using voxel-based 3D reconstruction with super-sampling
and Gaussian smoothing

Fig. 8 shows the resulting surface model after complexity
reduction to 3000 triangles. The desired number of triangles
depends on the application requirements and can be varied.

The techniques described in this article have been tested in
a recent demo production. A sequence of actions was captured
in the studio (see Fig. 1) and processed later. The resulting 3D
models were then integrated into background models created



Fig. 7. Result using voxel-based 3D reconstruction with super-sampling
and Gaussian smoothing (wireframe)

Fig. 8. Result using voxel-based 3D reconstruction after polygon reduction
(wireframe)

by Kiel University (CAU) within the IST-ORIGAMI project.
Fig. 9 shows one frame of a 10 s clip.

V. CONCLUSIONS

An approach for the generation of sequences of 3D surface
models from a set of synchronised, calibrated cameras was
presented. An analysis was made which classified typical error
sources for artefacts in the reconstructed 3D models into
occlusion, approximation and sampling errors.

For the synthesis of new images for TV- and film-
applications the roughness of the reconstructed 3D models
using conventional visual hull computation methods was con-
sidered to be visually disturbing. In order to reduce this
roughness two methods are used sequentially: A new super-
sampling is introduced that reduces the sampling error and
a Gaussian smoothing is used to further reduce the surface
roughness.

The results in the previous section show the effect of this
processing chain. The quality of the 3D actor shape is good

Fig. 9. Resulting frame of a video sequence with 3D model integrated into
virtual background

enough to change the lighting slightly and to integrate the
models into a different virtual environment as depicted in Fig.
9 so that it can be used in the targeted applications.
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